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Abstract

This paper proposes learning disentangled but comple-

mentary face features with a minimal supervision by face

identification. Specifically, we construct an identity Dis-

tilling and Dispelling Autoencoder (D2AE) framework that

adversarially learns the identity-distilled features for iden-

tity verification and the identity-dispelled features to fool

the verification system. Thanks to the design of two-stream

cues, the learned disentangled features represent not only

the identity or attribute but the complete input image. Com-

prehensive evaluations further demonstrate that the pro-

posed features not only preserve state-of-the-art identity

verification performance on LFW, but also acquire compa-

rable discriminative power for face attribute recognition on

CelebA and LFWA. Moreover, the proposed system is ready

to semantically control the face generation/editing based on

various identities and attributes in an unsupervised manner.

1. Introduction

Learning distinctive yet universal feature representa-

tions has drawn long-lasting attention in the community of

face analysis due to its pivotal role in various face-related

problems such as face verification and attribute recogni-

tion [40, 37, 23, 5, 28, 25], as well as generative face mod-

eling and controllable editing [29, 47, 21, 13, 21, 18]. Most

contemporary methods learn the facial features specific to

predefined supervision (e.g. identities, attributes) [43, 38,

37, 41, 39, 17, 5, 28], and thus hamper these features to

be readily generalized to the feature space for a new task

without careful fine-tuning. For example, without explicit

supervision, the learned features are likely not to reflect the

connection between two attributes smile and mouth open,

nor to relate identity-relevant attributes like gender and race

closely to identity. Therefore, learning an almighty feature

representation generalizable to any face-related tasks is sig-

nificant in the field of face analysis and possibly transferable
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Figure 1. Representative face applications based on the learned

face feature representations. (a) Semantic face editing such as

identity-preserving attribute modification and identity transfer and

interpolation. (b) The learned face features are trivially separable

according to different attributes, visualized by Barnes-Hut t-SNE

[30]. (c) The ROC curve on LFW face verification benchmark.

The proposed face feature achieve the accuracy of 99.80% (single

model), which outperforms most state-of-the-art methods without

loss of ability in editing identity-related attributes.

to other fields such as pedestrian analysis.

Unlike prior arts that applied multi-task supervision [17]

to extract quasi-universal features that are jointly effective

across multiple predefined tasks, in this paper, we pro-

pose a novel feature learning framework with a minimal

supervision by face identities. The learned representation

not only produces identity-distilled features that discrim-

inatively focus on inter-personal differences with identity

supervision, but also effectively extracts the hidden identity-
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dispelled features to capture complementary knowledge in-

cluding intra-personal variances and even background clut-

ters. Analogous to the adversarial learning paradigm [8, 36,

7], the identity-dispelled features are fooled to make non-

informative judgment over the identities. We claim that the

learned face features own sufficient flexibility to improve

face identification and are extensible to model diverse pat-

terns like attributes for different tasks. Moreover, these fea-

tures also enable controllable face generation and editing

even without tedious training of the control units. Fig. 1 il-

lustrates the superiority of the proposed feature representa-

tion over the state of the arts in representative applications.

In this study, we wish to highlight three advantages of

this innovative feature learning framework:

(1) Adversarial Supervision – The identity-dispelled fea-

tures are intactly encoded with the novel adversarial super-

vision. Distinct from those supervised by additional hand-

crafted tasks, the proposed scheme is simple yet effectively

guarantees better generalization and completeness of the

representation with complementary features.

(2) Interpretability – Our learning scheme provides a com-

prehensive and decomposable interpretation of the knowl-

edge by adaptively assembling the identity-distilled and

identity-dispelled features. We also find the learned features

are compact and smoothly spread in a convex space. The

extracted face features enhence face identity verification

and are well prepared for various bypass tasks such as face

attribute recognition and semantic face generation/editing.

(3) Two-stream End-to-End Framework – The proposed

framework is end-to-end learned and solely supervised by

face identities, distinguished from the conventional meth-

ods equipped with alternate adversarial supervision. By

reusing the learned face features, other face-related tasks

can be readily plugged in without fine-tuning the network.

(4) Discriminative information preserving – To be a minor

contribution, the performance of face recognition gets im-

proved if the attribute bias against identities occurs in the

training set, which is often the case in small datasets.

The aforementioned advantages of the Distilling and

Dispelling Autoencoder (D2AE) framework are examined

and analyzed through comprehensive ablation studies. The

proposed approach is compared both quantitatively and

qualitatively with state of the arts, achieving 1) accuracy

of 99.80% on face verification benchmark LFW[12], 2)

remarkable performance on attribute classification bench-

marks LFWA[26] & CelebA[26], and 3) superior capability

on various generative tasks such as semantic face editing.

2. Related Work

Learning Feature Representations. With the goal of dis-

entangling distinct but informative factors in the data, repre-

sentation learning has drawn much attention in the machine

learning community [2, 3]. It is typically categorized into

generative modeling and discriminative modeling. Given

observations, Discriminative Models directly model the

conditional probability distribution of the target variables

and have accompanied and greatly nourished the rapid

progress in classification and regression tasks, such as large-

scale facial identity classification [43, 40, 38, 37, 41, 32]

and attribute classification [28, 6]. Generative Models, as

opposed to discriminative models, learn feature representa-

tions by modeling how the data was generated based on the

joint distribution of the observed and target variables. For

example, the autoencoder (AE) framework [19, 4, 11, 10]

proposes that an encoder first extracts features from the

data, followed by a decoder that maps from feature space

back into input space. With the ability to automatically en-

code expressive information from the data space, various

AE models [46, 35, 16] have been developed.

Combining Discriminative and Generative Models.

While discriminative models generally perform better, they

inherently require supervision, being less flexible than gen-

erative models. The pioneering work of GAN [8] combines

them together, and a large body of literature has been built

upon it. Impressive progress has been made on a variety

of tasks, such as image translation [15], image editing [51],

image inpainting [33, 1], and texture synthesis [20, 22].

Disentangled Representation. Despite impressive previ-

ous progress on improving either visual quality or recogni-

tion accuracy, disentangling the feature representation space

is still under-explored. Some previous works tried to dis-

entangle the representations in tasks such as pose-invariant

recognition [45, 44] and identity-preserving image edit-

ing [13, 21, 18]. However, they usually require explicit at-

tribute supervision and encode each attribute as a separate

element in the feature vector. These methods are limited to

representing a fixed number of attributes and need retrain-

ing once a new attribute is added. Makhzani et al. [31] en-

code class information into a discrete one-hot vector, with

style information following a Gaussian distribution, but its

training is likely to be unstable.

Our proposed D2AE model overcomes these limitations.

With no attribute supervision, the identity-dispelled feature

encodes various attributes, to which the identity-distilled

feature is invariant. In contrast, [49] extracts features that

are only pose-invariant, which is a special case of our

model. [34] learns a representation that is only invariant

to pose and requires multi-source supervisions, while our

method learns a representation invariant to any non-ID at-

tributes and requires no supervision other than ID. More-

over, without popular regularization on distribution like

VAE [16], our learned hidden space is naturally compact

and smooth.
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